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INTRODUCING THE SPEAKER

❖ His is a Knowledge and Information Management Specialist, Scholar, and Consultant 

at the University Manchester, United Kingdom

❖ Bachelors' degree in Lib & Info. Science, M.Sc. In Information Management 

&Preservation, PhD in Information Studies (In view)

❖ His has previously taught in two academic institutions of higher learning in Nigeria prior 

to joining the University Manchester.

❖ His area specialisation and research interest are Archives, Records Management, and 

Information Governance and Compliance, AI in information Management. 



Do you think AI is a necessary evil?

AI

ChatGPT 
in 2022



What is Ethical AI

❖ Ethics is a set of moral principles which help us discern between right and wrong. AI 
ethics is a multidisciplinary field that studies how to optimize the beneficial impact of 
artificial intelligence (AI) while reducing risks and adverse outcomes.

❖ It can also mean the principles and guidelines that govern the responsible 
development and use of artificial intelligence. It ensures AI systems are fair, transparent,

           accountable, and aligned with human values. 

❖ The ethics, anchors on the key principle which are: Fairness ,Transparency, 
Accountability, Privacy & Security and Beneficence

https://www.ibm.com/think/topics/artificial-intelligence


The big question

How do you implement ethical 
AI Framework in your 

Information Management 

Practice?

European Fincial Review 

https://www.europeanfinancialreview.com/top-5-artificial-intelligence-technologies-in-2020/


Objectives and extent of coverage

In this session, we shall:

• Understand the principles of ethical AI in 
information governance.

• Explore regulatory frameworks from the 
EU, US, and the Global South.

• Identify key ethical risks (bias, privacy, 
transparency).

• Discuss best practices for implementing 
ethical AI.

• Engage in interactive case studies and 
Q&A.

(c) Image Source- Harvard Busienss Review 

https://hbr.org/2020/05/harnessing-artificial-intelligence


Live Poll Q-one

Let us know how familiar you 
are with AI in information 

governance?

Click on this link to acess the  live poll 

https://aiimglobalsummit2025.eventify.io/o2/


The Role of AI in Information Governance 

The Role of AI in Information Governance

• AI is transforming records management, 
compliance, and decision-
making (Floridi & Cowls, 2019).

• Automation enhances efficiency, 
accuracy, and scalability (Mittelstadt, 
2019).

• However, Ethical challenges arise when 
AI impacts data privacy, accountability, 
and fairness (Binns, 2018).

(c) Image Source- Harvard Busienss Review 

https://hbr.org/2020/05/harnessing-artificial-intelligence


Here are the Key Questions we need  to Consider 

1. How does AI enhance 
information governance?

2. What ethical concerns 

emerge when AI processes 

sensitive data?

3. How can organisations 

balance AI innovation with 

ethical responsibility?

(C) Image Source:vectra.ai 

https://www.vectra.ai/blog/nine-questions-to-ask-your-ai-vendor-and-why


Principles of Ethical AI

Can you think of your organisation as a possible place where one of these principles could violated?

Four pillars of ethical AI

Transparency

AI decisions should 

be explainable 

and 

understandable 

(doshi-velez & kim, 

2017

Fairness

AI models must 

minimize bias and 

ensure equitable 

treatment

 (kamiran et al., 2012).

Accountability

Organizations should 
take responsibility for 
ai-driven outcomes 
(raji et al., 2020).

Privacy

AI laws and 
respect user 
rights (European 
commission, 
2021).



Live Poll Q-two

Let us know your thought on 
the biggest ethical risk when 

using AI in information 

governance.

Click on this link to acess the  live poll 

https://aiimglobalsummit2025.eventify.io/o2/


AI and Information Governance: Ethical Challenges 
❖ Ethical Challenges

❖ Bias in AI models

❖ AI systems can reflect and reinforce societal biases (Binns, 2018).

❖ Privacy violations

❖  AI can misuse personal data, violating legal frameworks (European Commission, 

2021).

❖ Transparency concerns

❖  Black-box AI models lack explainability (Doshi-Velez & Kim, 2017).

❖ Regulatory compliance

❖ AI must align with evolving legal standards (NIST, 2022).

❖ Loss of human oversight

❖ AI should support, not replace, human decision-making (Raji et al., 2020).



United States of America. The United Kingdom. 

European Union. Nigeria. Peru. Columbia. Egypt

Our focus of discussion

© Global AI Law and Policy Tracker. IAPP. 



US AI Regulation in focus(1)



US AI Regulation in focus(2)



European Union AI Regulation in focus



United Kingdom AI Regulation in focus



Nigeria & Peru AI Regulation in focus



Columbia and Egypt Regulation in focus



Global Regulatory Landscape for AI Ethics 

Region Key Regulation Focus Areas

EU AI Act (European Commission, 2021)
Risk-based classification, compliance 
obligations

US
NIST AI Risk Management Framework 
(NIST, 2022)

AI trustworthiness, bias mitigation

Global South Various emerging laws
Data sovereignty, ethical AI 
deployment

Comparison of AI Regulations

• Understanding different regulatory perspectives helps organizations ensure compliance.



Now let us discuss how AI deployment apply to your own organisation

“Assuming your organisation integrated AI-powered document classification system, 
unintentionally discriminates against certain minority groups when flagging documents for 

review.”

Here are the questions for us to discuss:

 What ethical risks do you identify in this case?

 How should the organisation address bias and transparency issues?

 What steps can be taken to prevent such incidents in the future?

Share insights with us.



Best Practices for Ethical AI Implementation 

❖ ACTIONABLE STRATEGIES

❖ Conduct AI Ethics Audits to assess 
risks .

❖ Ensure diverse datasets to 
minimize bias. 

❖ Adopt explainable AI models for 

transparency. 

❖ Implement privacy-preserving 

techniques data anonymisation.

❖  Align AI use with regulatory 
frameworks to avoid legal risks. 



Creating a Robust AI Strategy Framework for organisational 
success

(c)InformationSource-Markovate 

https://markovate.com/blog/ai-strategy-framework/


Discussion of Risks
“As with all powerful technologies, AI must be handled with great responsibility to manage the risks 

and harness its potential for the betterment of society.” Hendrycks et al (2023)- Center for AI Safety )

Bias

Privacy 

violations

Transparency 

issues

Regulatory non-

compliance

Human 

oversight

AI can reinforce existing societal inequalities 

(binns, 2018).

misuse of personal data 

(European commission, 2021).

lack of clear explanations for ai-driven decisions 

(doshi-velez & kim, 2017).

adapting to evolving laws (nist, 2022).

the danger of blindly trusting ai decisions (raji et 

al., 2020



Live Poll Q-Three

Give us your thought and 
opinion on the preparedness 
of your organisation to 
address AI ethics challenges.

Click on this link to acess the  live poll 

https://aiimglobalsummit2025.eventify.io/o2/


In Summary

 AI in governance requires ethical oversight (Raji et al., 2020).
 Regulations vary by region compliance is crucial (European 

Commission, 2021; NIST, 2022).
 Address bias, privacy, and transparency concerns proactively (Kamiran 

et al., 2012).
 Continuous assessment and improvement are necessary (Floridi & 

Cowls, 2019).



❖ European Commission (2021). AI Act.

❖ NIST (2022). AI Risk Management Framework.

❖ Floridi & Cowls (2019). A Unified Framework of Five Principles for AI in Society.

❖ Mittelstadt (2019). Principles Alone Cannot Guarantee Ethical AI.

❖ Raji et al. (2020). Closing the AI Accountability Gap.

❖ Kamiran et al. (2012). Fairness in Machine Learning.

Thank you all joining this session !

For your further Reading
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THANK YOU!

kenneth.atuma@manchester.ac.uk

Kenneth Atuma
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